Pose from Action: Unsupervised Learning

ROBOTICS

of Pose Features based on Motion

Robotics Institute,
Carnegie Mellon University

@ Appearance ConvNet
Q Motion ConvNet

Senthil Purushwalkam, Abhinav Gupta

» Human Actions are an ordered VGG-M-2048
sequence of poses

» Can we leverage human action
videos to learn a pose encoding
representation?
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= One motion representation
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» Static Image Action Recognition:
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